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Today’s menu

hat is Shamrock ?

3 main numerical methods in astro :

Finite elements Finite Volumes SPH
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Interaction criterion Numerical scheme

Shamrock & features

Modern supercomputers Aurora & exascale

Modern compute nodes (LUMI) Modern supercomputers. (73

On the road to Exascale

Up to 1024 nodes

CPU-only node Heterogeneous CPU/GPU node
4 Tﬂops | 0.9 TB/S | 520 W 127 Tﬁops | 13.4 TB/S | 2380W . SPH pmit‘i)glss (3.2-107,,&;09“PU) Lo
—e— Aurora
—o— Adastra

10"F —e— 1x A100-SXM4-40GB
—— 1x M4 max (CPU)

2

CRASH !l
Why ?

Max MPI tag = 524.287
MPI_Probe broken (mpich issue #7427)

Rate (particles/s)
g

o Messages lost ... (Libfabric overflow)

10" 100 107 107
GPU tiles = MPT ranks

Network cards attached directly to GPUs

Fix: Replace probe by a all gather &

Much more powerful & eﬁicientl _
10% 10 FLOPS ({:’:m) 10 MPI_ Test spin lock

Images adapted from LUMI documentation
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Modern supercomputersl



MOdern comPUte nOdeS (LUMI) Modern supercomputers

CPU-only node Heterogeneous CPU/GPU node
4 Tflops 1 0.9 TB/s | 520 W 127 Tflops | 13.4 TB/s | 2380W

Core Complex Die (CCD) NUMA node

8 CPU cores with two-way SMT 4 NUN\? TOS%SCD
¢ 32KiB of L1 cache per socket, S
¢ 512KiB of L2 cache per NUMA node

Cores ina CCD share 32MiB of L3 cache

Core Complex Die (CCD)

8 CPU cores with two-way SMT

¢ 32KiB of L1 cache
¢ 512KiB of L2 cache

Cores ina CCD share 32MiB of L3 cache

Network cards attached directly to GPUs

Much more powerful & efficientl

Images adapted from LUMI documentation




Exas ca I e Ssu pe rcom p Ute rsS Modern supercomputers

10624 nodes = 127 488 GPU tiles
Bandwidth: 2.21 PB/s (Slingshot)
Memory: 8.2 PB (VRAM)

Power consumption: 39MW

2 1 Exaflop
= 10"° float operations per second



F rom C P U S to G P U S Modern supercomputers

Top 500 Supercomputers: Intel / AMD CPU Cores Deployed by

TO 500 I |St . 2 45 Processor Technology
P : 5
= 40
Rmax Rpeak Power
Rank  System Cores (PFlop/s) (PFlop/s) (kW) 35
uce Lake
1 El Capit; 553, GR YC 24C 11,039 42.00 2,746.38 29,581 30 m Cascade Lake
1.861, AMD Instinct MI300A, ,ngshot 11, TOSS, HPE Mb ﬁ u Skylake
DOE/N
United States 25 Xeon Phi (Knights Landing)

= Haswell (Grantley)

2 Frontier - HPE Cray EXZS®G PM,W() 1,353.00 2,055.72 24,607 20
Generation EPYC 64C 2GHGAMD Instinct MI250X, u lvyBridge
Slingshot-11, HPE Cray 0S, . )

DOE/SC/0ak Ridge National Laboratory AM D a 15

United States

3 Aurora - HPE Cray EX - Intel E ompute G P
Xeon CPU Max 9470 52C 2.4G Intel Data Center GP
Max, Slingshot-11, Intel n tel . l
DOE/SC/Argonne National Laboratory <
United States 0
5

IS AU :
4 soft laffnum 84 2,073,600 561.20 846.84 F W 50 5
NVIDIA H100, NV nflnlban DR, Microso Source: Top500.0rg; Wells Fargo Securities, LLC

Urlnt:;cgtta?es NVIDIA.
5 HPC6 - HPE C ; . GR Uuon 3,143,520 477.90 606.97 8461 : S u pe rcom p Ute r'S move to G P U S
L e (Efficiency, density, Al ...)

Eni S.p.A.

taly (But all vendors involved)
We have to move & can do more

= SandyBridge (Romley)
u AMD Pre-EPYC

® AMD Naples

® AMD Rome

8 AMD Mian

10
1,012.00 1,980.01 38,698

The CPU does not perform the bulk of the compute

Could also happen with NPUs soon-ish



What can we do at exascale ? Modern supercomputers

More Resolution Longer integrationl

Ex: Global instabilities Ex: From collapse to planets

18 1 Exaflop
= 10"° float operations per second

Ex: 1000s of collapses per sim Ex: A collapse + full nebula around it

More Statisticsl Larger Environment\




Why starting from scratch ?

Let’s build P S Shamrock




Building Shamrock ¢

Why starting from scratch ?I




Why starting from scratch ? Building Shamrock

Single loop approach
& bad multi-node scaling

Good scaling but
1 rank = 1 core
& Fortran

Gadget-4

Locally essential octree (too many comm.)
& CPU tree building / search



Portability/performance e

Requirements: All vendors + close to native performance

Only two choices: (SYCLW "kokkos (Both C++ based)

Our choice : SYCLW KH RON OS

GROUP

 C++17 extension

* Programming standard (multiple implementations, not only US)
* Directly compiled through CUDA, Hip, OpenMP, ...

e Supports all major CPU & GPUs (AMD, Nvidia, Intel, ARM)

* Close to native performance (SYCL-bench 2020, Gromacs on LUMI)

* Being upstreamed in LLVM currently

Note: Kokkos can have performance issue on intel GPUs (see Arndt, Trott 2024)



What is Shamrock ? Building Shamrock

3 main numerical methods in astro :

Finite elements Finite Volumes SPH

~
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What is Shamrock ? Building Shamrock

Finite elements Finite Volumes SPH

- OO0 [Ut+1 — F [Ut b
\_/ T -_
9 Interaction criterion Numerical scheme )

Criterion y
Scheme F Abstraction




What is ShaerCk ? Building Shamrock [EE]

Finite elements Finite Volumes SPH

X

g »Shamrock
Criterion y % Solver
Scheme F Generalized sparse communications + Scalability

Generalized neighbor finding
k Generalized load balancing J




What is ShaerCk ? Building Shamrock [JEB

-~

Shamrock

© EX

,, , '{ Solver J
+ y

Generalized sparse communications Scalabilit

Generalized neighbor finding
\ Generalized load balancing J

[ Generic modules] B

Optimizing SPH < Optimizing AMR

Generic modules are coded once for all schemes



What is Shamrock ? Building Shamrock
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The SHAMROCK code: I - thed particle hydrod ics on GPUs
T. David-Cléris °,'2* G. Laibe'? and Y. Lapeyre'
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ABSTRACT

We present SHAMROCK, a performance portable framework developed in C-++ 17 with the SYCL. progamming standard,
tailored for numerical astrophysics on Exascale architectures. The core of SHAMROCK parallel tree with
negligible construction time, whose efficiency is hmu on binary algebra. The smoothed pmv.l: nyumdymmm algorithm of
the PHANTOM code is implemented in SHAMROCK. On-the-fly ree construction circumvents the necessity for extensive data
communications. In tests displaying a uniform density with global time-stepping with tens of billions of particles, SHAMROCK
completes a single time-step in a few seconds using over the thousand of GPUs of a supercomputer. This corresponds to
processing billions of particles per second, with tens of millions of particles per GPU. The parallel efficiency across the entire
cluster is larger than ~ 90 per cent.

Key words: methods: numerical.

el b o colet il Bl i, s
1 INTRODUCTION performance of hydrodynamical codes is conditioned by the rate
‘The study of the formation of structures in the Universe is a field  at which data involved in the solver can be prepared, explaining
in hich - ool phyia pocsss ket s the efiency of gt Elein codes developed 1o . or

] many different scales, requiring ever greater computing resources
o simulate them, right up to Exascale (one quintillion operations 1o P required when execuling e el shee. On
. per second). To increase energy efficiency with acceplable CO,  the other hand, simulaing moving disordered particles on Exascale

emison, ecent superompurs have ben desgned with - achietures s 3 uemendous challeng, epless of whethes they

lized b PUS) are tracers for Eulerian methods, super partcles for Lagrangian
o esohics procssing. s «;m) GPUS involve multiple  methods or interpolation points for fast multiple moments (FMM).
computational units that perform the same operation on multiple The rule of thumb s that performance decreases when the number

i dons (Single I of neighbours increases and when they are unevenly distributed.
Multple Data, or SIMD parallel processing). This ype of hardware  Our code SHAMROCK is a performance portable framework aiming
differs radically from standard X86 CPUS, requifing a complete  at hybrid CPU-GPU multinode Exascale architectures. The design
rewrite of CPU-based codes. of SHAMROCK makes it appealing for with partcle-based methods
pringel et al.

‘Considerable cfforts have recently been invested into developing  such as SPH (e.g. Hopkins 2015; Price ct al. 201
2021), inherently comp any distibution
IDEFTX: Lesur et al. 2023; PARTHENON: Grete ct al. 2022; QUOKKA:  of numerical objects (grids and partcles) and numerical schemes
[ ‘Wibking & Krumholz 2022). Most of the codes in the community  (grid-based or Lagrangian). Our siategy in SHAMROCK i that the
targeting Exascale are grid-based. However, these methods can be tree used for neighbour search is never updated. Instead, we are
» inadequate for systems with complex. geometries or misaligned  aiming for a highly efficient fully parallel tree algorith that allows

flows, highlighting the need for smoothed partcle hydrodynamics  onethe-fly building and traversal, for any distribution of cells or
(sPH) broadly, L Exascale  particles. 3 i
arhiecres, Curentl. prolens imvolving ompls geometris, - desig fom he st of e mthods devcloped or CPUS (5
such as multiple distorted systems, are primarily studicd using a

. SPH methods. However, resolution is often limited by a lack of initial partitioni , fosteri icati
) I m e O MESSAGE PASSING INTRRFACE (WP scalabilty and GPU support ‘ m
I I preventing cficent caceion on Enascle achlecies I i, oor of SHAMROCK s s e layer f pualclsm, which conists
, ular, simulating small-scale instabilitics cmbedded within global using the SYCL standard,
S

ctures requires at least a billion SPH particles, which is an

o a6 q

for andling any e of otjects compatible with urrent GPU

e Multi-GPU ,m
* General framework

provided the original work is propery cited.

IDawd--CIerls Laibe, Lapeyre 2025|

Abstractions

Fast tree building/search

Sparse communications
Abstract LB & Domain scheduler



Building Shamrock

MPI Patch Octree :

Adaptive domain decomposition
according to an abstract load

Load balance
(Hilbert order)

HjEIn
SYCL radix tree :
Compressed BVH

MPI !
Ghost zones + metadata sync DQD DQD A&D!D




M u Iti'methOd ! Building Shamrock

R Finite volume (RAMSES kind)
10 t = 0.000 [seconds]
Finite elements (Zeus kind)
' ' ' 0285 ] :
§ 04} 0.6 0.8 1.0 1.2 14
w— Experimental}.— - Enable multi-method studies with a single code !
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docker:

Update docker image

@) oo o oo “ | Squash PR

Workflow report

workflow report corresponding to commit 92be3cf
Commiter email is timothee.davidcleris@proton.me
GitHub page artifact URL GitHub page artifact link (can expire)

Pre-commit check report

Pre-commit check:

trim trailing whitespace...
fix end of files........
check for merge conflicts..
check that executables have

G ith u b pu bl i c repo check that scripts with shebangs are executable

check for added large files...

o Update documentation page
(+ contributors)

H check for broken symlink: check)Skipped
icense

Feature list

CI/CD Physical
Open PR/draft +review \ |7

Core features

Feature Status Contributor / Maintainer Paper to cite Details
{: [Ramses][Staging PR] conjugated gradient. X
Gas solver Timothée David--Cléris

#1012 opened on May 30 by Akos299 - Draft

Sink particles Production ready Timothée David--Cléris Wait for the paper !

corrections

Pseudo-Newtonian Production ready Timothée David--Cléris Wait for the paper ! ) PR |#319

& &
+ Credit contributors (automatically )

I @ Feature Status Contributor / Maintainer Paper to cite Details

L

B

Conformance with Phantom Production ready Timothée David-Cléris nasa ADS Shamrock1

& Yona Lapeyre

Qatin arank FEn— Timnthda Navid_Clérie YRR [~ oo ooz ]



* Interoperable with Python
(Simple user interface)

import shamrock

shamrock.change_loglevel(1)

—> modified loglevel to @ enabled log types :

log status :

- Loglevel: 1, enabled log types :
[xxx] Info: xxx ( logger::info )
[xxx] : xxx ( logger::normal )
[oox] Warning: xxx ( logger::warn )
[xxx] Error: xxx ( logger::err )

shamrock.sys.init("0:0")

shamrock.sys.world_size()

Documentation:

1 [1]: dimport shamrock

[ 1:|shamrock.get_M

f get_Model_Ramses
i get_Model_SPH
i get_Model_Zeus

‘Shamrock python bindings ~ Home page Python APl Examples

Section Navigation

Shamrock install info utility functions

‘Shamrock DeviceBuffer usage
Benchmarks Examples

Math Examples

Physics Examples

Ramses solver examples

SPH Exam) ples

Shamrock Cl tests

<K<«

Ramses solver examples

N s

Boundary Kelvin-Helmholtz
conditions for linear instability in
wave propagation RAMSES solver

SPH Examples

Open a phantom
dump kernels

Start a SPH

phantom dump

Tracking particles Taylor greenvortex  Killing sphere for
by id in SPH in SPH SPH simulation

Custom warp disc SPH kernels Sphere advection

simulation

O

simulation from a

with multiple patch

Q search » + K = ¥ <

= On this page

Shamrock's example gallery

This Page

« Show Source

Shearing box in
SPH

Basic disc
simulation

function P

function

Matplotlib inspired doc, Link


https://shamrock-code.github.io/Shamrock/sphinx/_as_gen/index.html

_

No #ifdef(s) “There is only one Shamrock”
(physical)

(All solvers & physics in a single binary)

brew install shamrock

Shamrock python package
& shamrock executable

Packaging status = All solvers accessible in a single
Homebrew 2025.05.0 \ shamrock distribution

Spack 2025.05.0 [1]: import shamrock

shamrock.get_M

f get_Model_Ramses
"B get_Model_SPH function
¥ get_Model_Zeus function

Shamrock packages !!! [1:




On the fly/in situ analysis:

tmax = 0.127 x fact

all_t = np.linspace(@, tmax, fact) 1.0 t = 0.000 [seconds]

def plot(t, iplot):
metadata = {"extent": [0, 1, 0, 1], "time": t} 0.8 1
arr_rho_pos = model.render_slice("rho", "fé64", positions)

plot_rho_slice_cartesian(metadata, arr_rho_pos, iplot, case_name) 0.6

current_time = 0.0
for i, t in enumerate(all_t):
model.dump_vtk(os.path.join(sim_folder, f"{case_name}_{i:04d}.vtk"))
model.evolve_until(t)
current_time = t
plot(current_time, 1) mmm—m_

plot(current_time, len(all_t))

3.0

N
0

i~
o

1.5

1.0

p [code unit]

Best way to analyse exascale simulations (>10Tb per dump)

No need to dump outside of restarts




Modularity

e ) )(#e)
N v
Cons to prim

Y\
(B A CMake e
g ==
|

E

Solvergraph: Multiple internal libraries:

Generalized modules with
abstracted inputs & outputs

SSSSS

quart’/,bff thebraph for base hydro
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_

i PODCAST (PI: G. Laibe)
erc Y Argonne &
"'-3:" DUStzplanetS (PI F Menard) NATIONAL LABORATORY
= Investigate/optimise Shamrock
PEPR Origins (PI: A. Morbidelli) Exascale scalability

& optimize aurora MPI tuning

4

FR,A/A PROGRAMME = 1 of the 3 Exascale codes

4 DE RECHERCHE
6 CHERC

P3G s identified in the project

©

AIRBUS

= Using Shamrock for aerodynamic
= port RAMSES AMR solver design optimisation

- ,
ﬁCE) in the Shamrock framework

EuroHPC CoE Space project



* &Shamrock Solvers \




SPH solver

IMHD (div. cleaning) Self-gravity Sink particles

F (\VVork by Y. Lapeyre) mm )

PN corrections - Time integration: Global leapfrog, sub stepping (WIP)
o Artif. viscosity: MM97, CD10, a-like

« MHD: Ideal (div.cleaning)

* Dust: (WIP one-fluid)

» Self-gravity: MM, FMM, SFMM, Direct (single GPU)

» Sink particles

» Shearing box

B : work by Y.Lapeyre



SPH solver

100~ — 4 8.73e+09 ., 40th (top500), GPU + CPU
T 2¢6 parts / GPUs r J6.76e+09 .."~. R 2O TG L T} %
- = 16e6 parts / GPUs *  45.34e+09 "~,. = & T -
- -1 2 =] et
|~ 32¢6 parts / GPUs - ‘e,
*
L === 64e6 parts / GPUs . R

\

/\- 1.38e+09 %,
.

o~

§ / g Shamrock : ¥
| \/ E . 65G particles (4000
S

Particles / seconds

—_
)
o

- / |T. David--Cléris, Y. Lapeyre, G. Laibe 2025 9G part_ / sec_onds
wg o , = - 7 sec/ iterations
1

1000 - 1024 GPU (MI250x)
92% parallel efficiency

Ll i
100

GPUs

Reference :
Same test with Phantom SPH = 2e6 part / seconds

— x4500 speedup !




1G particles

> Themrodk




RAMSES solver

t = 0.000 [seconds]
. . . 1.0
WL ey
W, i—1—i—3 WftlA_tﬁ_% ! 0.8 - 3.0
TS WH—At i i
Vil | | ] 23z
- - @< - | | it 5 g
Wiy - | | 2: 2.05
B R “
! litl—i+d Pyitat/2
. . . z e o | o i+1-it+§ s
Ti Z; T Ti ZT; Tip1
| PHD T.David--Cléris 10
yyitAt2 : : : |
i1 § T A2 |
: i—l—)i:—% :
irAt)2 | | » Time integration: Global Euler /w face time interp (2nd order)
Wi—m’—% 'X A 2  Riemann solvers: Rusanov, HLL, HLLC | dust: HB, DHLL
I | I t t . . .
! ! Wi:i +/y  Slope limiter: Minmod, Van Leer, Van Leer (sym.)
| | 2I
I I : » Dust: IRK1, Exp drag
| Wira2 | At « Self-gravity: CG multi-GPU
I [ 1 . 1 | . i
| oy T — Wi - Refinement: Mass based, pseudo-gradient (WIP)
. o———o e 7T
Li—1 Ty Li+1

B : work by T. Guillet . :work by L. Sewanou



RAMSES solver

ﬁ

TP : ———r : ———r — bp CE
i B% - E
[ - X ]
i zZiiieem X
S N - o 5,%—’—‘ E
T o LT o S S . CAUTION
el e X pdl
% 107 L gy s e E
s P T M el 3 wo RK
2 o -
: xa”’ o ”,—x”,” ,//’ |
: - T | IN PROGRESS
D Ple gt e e \ )
= x~ //’):,/’,/’ 7 -%-- Adastra 1le6 parts / GPU (SPH) = a4
3 e =" Ptas ,/’ -
S 10 f /'*::_’—:::’-’——-—* X -%-- Adastra 8e6 parts / GPU (SPH) ]
[ e e -%-- Adastra 16e6 parts / GPU (SPH) ]
z:/’ e e --%-- Adastra 32e6 parts / GPU (SPH) |
ST TS X
o -%-- Lumi-G 128° cells / GPU (AMR) A
ok 1 -%-- Lumi-G 256 cells / GPU (AMR ]
Ll 1 1 1 1

1 1 1 1 1 1 1 a1l 1 1 1 1 a1
10 100 1000
GPUs

84% parallel efficiency on LUMI

[amr: :RAMSES][rank=0]

Latest results: e
(alloc pressure reduction)
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On the road to exascalel
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On the road to Exascale

WORK

Top 500 list : IN PROGRESS |

N e /)

Rmax Rpeak Power
Rank  System Cores (PFlop/s) (PFlop/s) (kW)

1 EL Capitan - HPE Cray EX255a, AMD 4th Gen EPYC 24C 11,039,616 1,742.00 274638 29,581 W h SS t th H S
1.8GHz, AMD Instinct MI300A, Slingshot-11, TOSS, HPE e ave aCCG O I One
DOE/NNSA/LLNL
United States

2 Frontier - HPE Cray EX235a, AMD Optimized 3rd 9,066,176 1,353.00 2,055.72 24,607
Generation EPYC 64C 2GHz, AMD Instinct MI250X,
Slingshot-11, HPE Cray 0S, HPE
DOE/SC/Oak Ridge National Laboratory
United States

3 Aurora - HPE Cray EX - Intel Exascale Compute Blade, 9,264,128 1,012.00 1,980.01 38,698
Xeon CPU Max 9470 52C 2.4GHz, Intel Data Center GPU .
Max, Slingshot-11, Intel % ENEItGY
DOE/SC/Argonne National Laboratory
United States intel

=l
Hewlett Packard
Enterpri s

4 Eagle - Microsoft NDv5, Xeon Platinum 8480C 48C 2GHz, 2,073,600 561.20 846.84
NVIDIA H100, NVIDIA Infiniband NDR, Microsoft Azure
Microsoft Azure
United States

5 HPC6 - HPE Cray EX235a, AMD Optimized 3rd Generation 3,143,520 477.90 606.97 8,461 1 20 OOO G P U S

EPYC 64C 2GHz, AMD Instinct MI250X, Slingshot-11,
RHEL 8.9, HPE

1 Exaflop

Italy

T. David--Cléris, T. Applencourt, M. Wilkins (in prep.)




On the road to Exascale

Before going on, a few words ...

WORK

IN PROGRESS
\ —_— Y,

This is with SPH, but the RAMSES solver use
the same communication pipeline and scheduler.
= Same comm overhead & Load balancing

This is only on Aurora, but almost everything
mentioned is related to MPlch & libfabric which is
also on the other exascale supercomputers.
= Should be also true on Frontier/El Captain

While running on pre-exascale is ~ easier exascale is HARD !

The following took 6 months




On the road to Exascale

Same test as on Adastra
Sedov-Taylor blast weak scaling

1010 B T T T T LI I T T T T T LI I
F = 2¢6 parts / GPUs
[ ——— 16¢6 parts / GPUs
|~ 32e6 parts / GPUs
- = 64¢6 parts / GPUs
z 10°F
=
S
@
~
kS
.2
5
A 10%F
7L
10 1 1 1

]8.73e+09  arsernneann.,
16.76+09
15.34e+09

1.38e+09

10 100
GPUs

1000

WORK

T

Shamrock :

65.000.000.000 particles (4000°)
9G part / seconds

7 sec / iterations

2048 GPU tiles (MI250x)



/7

)

On the road to Exascale
WORK

Step 1: Compile and run IN PROGRESS

X el e /

module use /soft/modulefiles
module load cmake

module load python

module load ninja

function shamconfigure {
cmake \

-S $SHAMROCK_DIR \
-B $BUILD_DIR \
—DSHAMROCK_ENABLE_BACKEND=SYCL \
-DSYCL_IMPLEMENTATION=IntelLLVM \ S C
—DINTEL_LLVM_PATH=$(dirname $(which icpx))/.. \ Thanks to Y L aImOSt no Changes !
—DCMAKE_CXX_COMPILER=$(which icpx) \
—DCMAKE_C_COMPILER=$(which icx) \
—DCMAKE_CXX_FLAGS="-fsycl -fp-model=precise" \
—DCMAKE_EXE_LINKER_FLAGS="-W1,--copy-dt-needed-entries" \
-DCMAKE_BUILD_TYPE="${SHAMROCK_BUILD_TYPE}" \
-DBUILD_TEST=Yes \
"${CMAKE_OPTL[@I}"

function shammake {
(cd $BUILD_DIR && $MAKE_EXEC "${MAKE_OPT[@I}" "${@}")




On the road to Exascale

(CAUTION)]
WORK

IN PROGRESS |

Step 2: Single node

/ Aurora Node \ _ L] ——
—_ *’ 1 PVC GPU = 2 tiles
|—{ ‘—l A
T_l l_T % I I I I I
PCle Switch ﬁ : ! T
1.2}
1.0}
z
< 08}
:
206
3 [
CS L
= 0.4

<
)

<
o

6 rank (1 per card) (Autoscaling) 12 ranks (1 per tile)
Single node mode (1 node = 6 cards = 12 tiles)

=12 ranks per node ~ 9 A100 (in perf.)

| Xu et al 2024




On the road to Exascale

Up to 512 nodes

SPH particles (3.2 - 10" per GPU)
108 10° 10"

L —— Aurora
[ —e— Adastra / : . .
List of fixes:

10 —e— 1 x A100-SXM4-40GB 5
/ e /1 Disable direct GPU comm because of
; mpich memory leak

- —®— 1 x M4 max (CPU)

Q) 109;
\% 108; / .
E el i Shamrock :
| 196.845.690.624 particles
47G part / seconds
[ 3 sec / iterations
100} (All the vendors on one graph ! 6144 GPU tiles

:"1'?)0 S T A - 196 TB of VRAM

GPU tiles = MPI ranks

"1'613 — ""1'614 — 1615 — ""1'616
FLOPS (aurora)



On the road to Exascale

Up to 1024 nodes

1010

Rate (particles/s)

108

SPH particles (3.2 - 10" per GPU)
109 10

WORK

IN PROGRESS

10

F —®— Aurora
- —— Adastra

E 0 1x A100-SXM4-40GB
- —®— 1 x M4 max (CPU)

10%¢

CRASH !!!

10%E

Why ?

107E

Max MPI tag = 524.287
MPI_Probe broken (mpich issue #7427)

10°

Messages lost .... (Libfabric overflow)

//
100 BT e 10
GPU tiles = MPI ranks
' '1'613 == '1'614

~ Fix: Replace probe by a all gather & MPI_Test

Tm o spin lock

FLOPS (aurora)




On the road to Exascale

Up to 1024 nodes

SPH particles (3.2 - 107 per GPU)

108 10° 1010 101
1011:""!"""'” """"!""""I v rwrayw LI N | v rwrarw LI LN LL | v rwrarw "é
F —e— Aurora ol
[ —®— Adastra /'/ ]
1010k —*— 1 x A100-SXM4-40GB :
F —e— 1 x M4 max (CPU) ]
% 10°F
= -
) -
= I
z N /
: A
Cd i ./
107 ©
100k o
00 10r 102718
GPU tiles = MPI ranks
"'1'0'13 — ""1'614 — 1(')15 — 10'16 — 10'17

FLOPS (aurora)

List of fixes:

e /! Disable direct GPU comm because of
mpich memory leak

« Comm spin lock

* Hybrid match mode

Shamrock :

393.692.655.200 particles
67G part / seconds

3 sec / iterations

12288 GPU tiles

393 TB of VRAM



On the road to Exascale

Up to 1024 nodes

1.2" T T LAN B BN B R T T T 1T T . T.1.7T T T L |

I —e— Aurora |
%\/g = -

~J Why the slowdown ?

> MPI_Allgather

—_
e}

4

parallel efficiency (weak scale)
=
f-\

e ¢ <
e

(e}
(\]

< S
o

100 10 102 10
Number of nodes



On the road to Exascale

MPI allgather algorithms

Ring exchange

Round Process 0 Process 1 Process 2 Process 3 Process 5
(@0 [T’ [ITB s 5|

e e
01II TR (111%8
. ] MR I
PR ITHE | |nan THHE
5

Fig. 5: Ring algorithm for allgather. In each round, processes
forward data to their cyclic adjacent neighbors.

Best bandwidth
Latency = O(NV,1s)

Collab with M. Wilkins
Using ACCLAIM

)
Bruck’s
Region 0 Region 1 Region 2 Region 3
[PoJP1o[P11|  [P12]P13[P14]P15

StepO:t Jt 1t J¢t  Jt ¢ jt 1t 1t It 1t | o o
et gt g sttt g g

sept t t t t t t t t f T 1 TTTT

Lower bandwidth
Latency = O(In N, 1)

export MPIR_CVAR_ALLGATHER_INTRA_ALGORITHM=brucks

export MPIR_CVAR_ALLGATHERV_INTRA_ALGORITHM=brucks

Shamrock MPI tuning is now default on Aurora !!!



On the road to Exascale

Up to 2048 nOdeS |T. David--Cléris, T. Applencourt, M. Wilkins (in prep.)
SPH particles (3.2 - 107 per GPU)
M S S — e U W[ o) i 1) IR
uf o Auora ~ 1 + /A Disable direct GPU comm because of
F —o— Adastra E .
F e 1 x A100-SXM4-40CGB : mpich memory leak
jool —* 1x M4 max (CPU) | + Comm spin lock
S {1 + Brucks allgather
§ Lol | = Hybrid match mode
g / { * Work duplication in vector all gather
E 108k
= " Shamrock :
0 787.087.140.552 particles &
: 223G part / seconds
W e . 3 sec/ iterations
107 107 107 107 107 - 24576 GPU tiles
GPU tiles = MPI ranks . 786 TB Of VRAM
B T 1 (L

FLOPS (aurora)



On the road to Exascale

Up to 2048 nodes

Ring allgather Bruck’s allgather + Tunning

1.2 . ——— r —r 1.2_-- — T —
[ /\‘ /.\ —e— Aurora | hl/\ —e— Aurora |
[ —e— Adastra ] [ o - - —e— Adastra ]
< 1.0 | e ® e < 1.0 g
_igi '\%\'/\Fmﬁ %’ \;E‘::<::.><
wn wn
24 [ ;4 - e ]
2 ] 2 ]
> - o I
0.6 = 0.6
& [ ® .8 [
() 3 ] L
& s = I
204 204
= G
O ER
£0.2 202
S L T —
Number of nodes Number of nodes

Above 80% at 400Pflop (20% of Aurora) !



On the road to Exascale

Next :

Argonne &

NATIONAL LABORATORY

e Granted extension of 40.000 node hours to go beyond 2048 nodes
« Shamrock will be added to Aurora Cl as we uncovered many MPI

issues

Shamrock
* Re-work (again) of the setups to go beyond 2048 (out of memory

currently)
 |f remaining compute time attempt physical runs at exascale

- Apply for ALCC/INCITE




Conclusion

Shamrock

Multi-method

Multi-GPU

Many user oriented features

Scalability was already robust & even better now

Argonne &

NATIONAL LABORATORY

* Exascale require a lot of tweaking
 Shamrock’s MPI tuning is now default on Aurora (/w Mike Wilkins)
* Weak scaling efficiency > 80% at 24.000 GPU tiles



Thanks !




