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e Scalable Parallel Astrophysical Codes for Exascale
» 4 year European Center of Excellence project

 Goal: prepare state-of-the-art astro codes to efficiently use exascale
computation resources

e 7 codes: OpenGadget, ChaNGa, PLUTO, iPIC3D, RAMSES, FIL, BHAC

Collaboration: research institutes, computing centers, vendors
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RAMSES in SPACE

Goal: improve time-to-solution and scaling
Progress:
* benchmarking on all EuroHPC machines
(see Benoit’s talk tomorrow)
* Low level optimisations
neighbor searching, godunov solver
* OpenMP
sedov & cosmo done, amr wip

* Also tests, doc, code cleaning
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1 Open . 48 Closed Author - Label » Projects = Milestones ~

CE e e e - Commits from Eb

Combine hydro, mhd and rhd versions of hydro_parameters.f90 .~ | code quality | | SPACE o

" 46 PRs merged on dev
Combine hydro and mhd versions of output_hydro.f90 .~ ' code quality || SPACE

+ 9 PRs merged on openmp
further document the order of hydro variables .~ ' documentation ' SPACE

combine the hydro and mhd versions of init_flow_fine.f90 into one .~ ' code quality ACE

— Various stuff in development on
fix after merge x | openmp || SPACE

https://github.com/tinecolman/ramses

m

change slope_type in imhd-tube and imhd-tube-nener tests .~ ' €I /| SPAC

Add 1D advection test .~ SPACE | festcase

Improvements to parameter sweep of sod-tube test .~ ' €I ' SPACE

regenerate reference solution for stellar-HII with 2 cpus ' ©L ' SPACE

optimizations for hydro solver on uniform grid .~ | performance |« SPACE

Optimize ctoprim -~



https://github.com/tinecolman/ramses

Optimization of neighbor searching @B

L= S

Elementary routine used in many parts of the code cosmo 1024 on meluxina
X
Identified as bottleneck in COSMO use case
o 270 X | ~10% speedup
=> refactor for efficiency - e
‘E 260
cosmo profiling Inclusive Time w.r.t. Wall Time(s) e
Name |
old new =30 X X ¢ x X X
gauss_seidel_mg_fine 15.31 15.17 a S e A o
interpolate_and_correct_fine 12.08 12.15 g % = E% g 2 wy 3
movel 9.89 | 9.75 3 £3 7 83 ® % o ¢
sync 9.32 9.60 = "% e EF 5
mca_btl_vader_poll_handle_frag 9.32 7.83 ° = E 2
cic_amr 6.92 | 6.64
cmp_residual_mg_fine 6.23 6.15 _ = F =
gauss_seidel_mg_coarse 4.16 ' 4.03 &~ [SPACE] Optimize and document nbor utils
check_tree 419 3.97
get3cubepos 3.85 | 3.79
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Optimization of Godunov solver i/\@

Initial profiling of sedov use-case Progress

bor_utits.f90 1404 X
get3cubefather X X
(2.3%) i X X
e ] 130 4
____________________ — o X
ol ctoprim g 1201 X
getnborfather (7.4%) 4:
(0%) — 2 1104 =+ meluxina X
godunov_fine godfinel — _g « marenostrum
(0.1%) (32%) e R Pk S, 100 1
nterpol_hydro.fac iisloge =
interpol_hydro (15%) S X x
(0%) % 90 - X
X X X
s lt trace3d x
unspli (14%) X
(2.1%) - 701 . ; . ; - . .
—_— @ s —_ _ _ _ _— ) —
— 8 % 2% E¥ 95 Y% ug% =cd
: zN s D oD Eo 2P P35 o855 el
cmpflxm riemann_|If T > -g T} 2 @ So oo E=I e 2 oo
(1.1%) (3.5%) 2 £ SE HE BE = SW®E

23% speedup for sedov test
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MPI + OpenMP implementation SrAce

Shared memory parallelism with
OpenMP inside nodes

=> reduce number of MPI domain

=> decrease communication &

reduced memory imprint ghost zones
=> |ess time spent communicating

=> improved scalability

Starting from RAMSES-yOMP
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f+ Working version of OpenMP in particles for COSMO (part2) | openmp = 5PA

openmp branch ~>"A¢¢

i~ [OpenMP] Progress of openmp for cosmo box: poisson multigrid solver NEW BRANCH on vanilla ramses

i+ adjust omp for set_uold/unew to allow for more than 8 threads ' openmp

dnization/ramsess oy tinecolman was closed on Oct

j~ Openmp virtual_boundaries ' openmp | SPACE Done:

Hydro on uniform grid (SEDOV)

f~ fix after merge | openmp || SPACE

DM-only on uniform grid (COSMO)

f+ OpenMP: hydro on unigrid ' openmp |« SPACE
ramses-organisation/ramses#119 - by tinecolman was closed on Jun 6 - & Approved - B0 WIP:

i~ OpenMP: add variables for nthr + fix | openmp | @ SPACE

amses#118 - by tinecolman was closed on Jun 5 B/10 Reﬁnement

= Use the communicator active instead of the linked list | openmp | SPACE M H D
amses-organisation/ramses#103 - by tinecolman was closed on Apr 14 - & Approved C

f~ OpenMP: make saved variables threadprivate | openmp | SPACE RT & Cooling (STROMGREN)

srganisation/ramses#96 - by tinecolman was closed on Apr

i~ OpenMP: compile and launch test suite with threads ' cpenmp ' SPACE

anisation/ramses#84 + by tinecolman was closed on M



Implementation

| 1 do jgfidzl,active{ileuel}'ngrid
Place $Omp L |OOpS NS grldS igrid=active(ilevel)%igrid(jgrid)
. npartl=numbp{igrid)
Beware of updates to neighbors or other if(npart1-0) then

levels ¢ .
do jpart=1l,npartl

next part=nextp(ipart)

if({ip==nvector)then

ncache=active(ilevel)%ngrid

0 pDrivate call movel(ind grid,ind part,ind grid part,ig,i
do igrid=1,ncache,nvector

ngrid=MIN(nvector,ncache-igrid+1) ;E;r;mextpart
do i=1,ngrid end do i
ind grid(i)=active(ilevel)%igrid(igrid+i-1)
end do ﬂT{;J
call godfinel(ind grid,ngrid,ilevel) end do
end do
25 No_\/émber?2025‘ . g ' PR A . _ :1T’ii.p.:'-E)}f:c?}}_m?yelfind_"grid,ind__part,ind__grid part,ig,ip,il

e T S - - —— P —



OpenMP for SEDOV |4 SrAce

Full MPI vs OpenMP speedups sedov 1024° on MeluXina
4,00 —e— MPIl only
—0— 4 threads
102 - —@— 8 threads
= i — ideal
@ 2,00 L__QDJ_
& g
Q.
1,00 £
32 64 128 g Tk |
[—e=—32n 8cbind | 1,00 1,97 | 3,85 | g
=8=256n Ic bind 1,00 2,03 3,55
—o=—|deal 1,00 2,00 4,00
Number of nodes

—8=732n 8c bind =#=256n1c bind =#=Ideal 10 ‘ o 1(')1

AMD Milan architecture, 128 cores (256 threads) / node, AOCC compiler number of nodes
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OpenMP for COSMO SrAee

| —e— MPI only
‘ MPI + 4 OpenMP
On 64 nodes:
x2 faster
S 10 scaling 38% — 72%
k5t
(O]
oy
10° +
1 2 4 8 16 32 64
nodes
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WIP: implosion test with AMR SrAce

implosion test

total
-27%
1.0
godunov
1.0
rev ghostzones o
T~ communications
0.8 ghostzones —
i ?
c refine
Afr 0-© ) no openmp yet
flag
0.4 courant
set unew

00 02 04 06 0.8 1.0 mmm 8 MPI procs

set uold B 2 MPI procs x 4 openMP

0 25 50 75 100 125 150 175
time [s]
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